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Abstract 

In the near filture, smart TV is expected to playa role 
as a home cloud server with its increased hardware 
performance. To use the smart TV as a home cloud server, 
virtualization technique is needed to provide various 
services for heterogeneous appliances. Of all the 
virtualulization techniques, the memory virtualization 
technique is especially important in the embedded 
environments such as smart TV, which has restricted 
memory resources. In this paper, we propose a dynamic 
memory management scheme, called ballooning memory 
trap, where it dynamically distributes the memory of the 
smart TV to each virtual machine (VM) by considering the 
property of the workloads of each VM We implement our 
mechanism in the Linux kernel and evaluate the proposed 
scheme with the representative workloads ofsmart TV Our 
scheme prevents the expensive swap-out operations that 
cause double-paging problem by retaining the available 
memory of the host. Furthermore, our scheme guarantees 
the Quality ofService (QoS) among VMs. 

1. Introduction 

After Google released smart TV [1, 2] in 2010, many 
companies such as Samsung, LG, and Sony are 
participating in development of smart TV. The growth of 
smali TV gives us various new services (e.g. web browsing, 
streaming, 3D game, and multimedia) that we have never 
had before. Recently, smart TV has improved its 
performance with the support of high-performance 
hardware (e.g. multi-core processor, 3D acceleration, high-
speed network, and various interfaces) and is expected to 
playa role as a home cloud server. As a home cloud server, 
smart TV will also provide users the various services 
through mobile devices. In order to accomplish this, 
virtualization technology for smart TV can be used to 
provide a virtual machine (VM) to each user. The hardware 
trends of the smart TV support this situation. For example, 
Sony developed a smart TV based on x86 hardware. Also, 
ARM [3, 4] announced an architectural support for the 

virtualization [5, 6], which allows the execution of an 
unmodified guest operating system. 

The memory virtualization technique is especially 
important due to the restrictive memory resources of smart 
TV in the embedded environment. However, the existing 
memory management policy [5, 6, 7, 8, 9], which is 
focused on the managements of desktop or server memory, 
did not take the properties of the workload of smart TV into 
account. As a result, the smati TV causes a number of 
problems. This paper proposes a dynamic memory 
management scheme for achieving high performance in the 
virtualized smart TV environment. We firstly analyze 
features of memory usage in the heterogeneous smart TV 
workloads. As a result, the VM, which is used for playing 
multimedia, indiscreetly consumes the memory reSOurce 
for the page cache. This is a cause of expensive swap-out 
operation. In addition, this operation may make an 
additional double-paging [10] problem, which can cause 
another swap-in and swap-out operations. This problem 
occurs when the VM is under a memory pressure and tries 
to swap-out in the same region, which is already swapped 
out in the host. Experimental results show that om scheme 
decreases double-paging and swap-out in the host. The 
remainder of the paper is organized as follows: Section 2 
describes the classification and analysis of smart TV 
workloads. Section 3 describes the memory management 
problem in virtualized environments and proposes dynamic 
memory management solution based on analyses of 
workload. Section 4 presents the evaluation results . Finally, 
Section 5 draws conclusions and fuhlre direction of our 
research. 

2. Analysis of Smart TV Workloads 

In this section, we classify the representative workloads 
in the smart TV and analyze each property of the workload 
in the native and the virtualization environment. We 
estimate the memory usage of the each workload. The 
memory usage is a loaded size in the system. We estimated 
that size by monitoring the Resident Set Size (RSS). Using 
the results of these analyses, we propose the ballooning 
memory trap that guarantees the Quality of Service (QoS) 
among VMs. 
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Figure 1. Memory usage of each workload in the 
native smart TV environment 

2.1. Classification of Smart TV Workloads 

Table 1. Classification of smart TV workload 

'" ,., 

Workload Case Workload Name 
Case 1 Internet Web Browsing 
Case 2 Game playing 
Case 3 Internet Video Streaming 
Case 4 Video Playback 

Table 1 shows the four representative workloads in the 
smart TV. Case 1 is an internet web browsing workload 
which is a basic workload in the smart TV based on the 
internet. This workload mainly uses the resources of a 
network. Case 2 is a game playing workload which plays 
the high quality of 3D game. Case 3 is an internet video 
streaming workload which plays the internet based video 
on a real time via Y ouTube. In addition, case 4 is a video 
playback workload which plays the high quality movie 
video of which the resolution is 1920xI080. The video 
playback workload environment was made using the Xbmc 
player which is a media center of the Xbox game player 
made by Microsoft. 

2.2. Smart TV Workload Properties 

Ta ble 2 E xpenment envlronment 
CPU Intel® Core™ i7 CPU 2.80GHz 

Native Memory 4GB RAM Machine 
Ubuntu 10.10 (Linux) 

CPU 
OS 

Dual Vcpu 
Virtual Memory 2GB RAM Machine 

Ubuntu 10.10 (Linux) OS 

The hardware environment for the experiments is shown 
in table 2. To obtain the accurate result of workload, our 
experimental environments were configured similar to the 
environment of the smart TV. Figure 1 shows the memory 
usage patterns of each workload in the native environment. 
Case 1 shows a result of the internet web browsing 
workload. The rate of memory usage is rapidly increased 
when the users request data or move their pages. Case 2 is a 
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Figure 2. Memory usage of each workload in the 
virtualized smart TV environment 

game playing workload. The game playing workload shows 
the high standards of the memory usage when users play 
3D game (e.g. Nexuiz). After loading all the data needed to 
run the game, the memory is not increased. Case 3 shows a 
result of the video streaming workload. The rate of the 
memory usage is rapidly increased when the users click 
some categories, search keywords or play the videos . 
Finally, case 4 shows a result of the video playback 
workload. The memory usage is sharply increased at the 
beginning of the play, then it keeps about 150MB at the end 
of the play. Also, the page cache usage is steadily increased 
until the video is stopped. 

Figure 2 shows the memory usage pattern of the VM 
that runs each workload in the virtualized environments. 
The cases of Figure 2 are same as the cases of Figure 1. 
From the case 1 to the case 3, the feature of the workloads 
is similar to the pattern of the memory usage in the Figure 1. 
In the case 4, the amount of memory in the VM is increased 
by using the page cache while the video is playing. Since 
the VM considers the memory as a real device, the VM 
uses all the memory as mush as possible. At the end of the 
video playback, the amount of free memory is increased in 
the VM. But, the size of the memory in the VM is not 
decreased. 

3. Ballooning Memory Trap 

In this section, we analyze the problem which are the 
semantic gap and the indiscreet page cache usage in the 
virtualized smart TV environments. We propose the 
ballooning memory trap based on the experimental result of 
workloads. 

3.1. Semantic Gap and Indiscreetly Page Cache 
Usage Problem 

We run the workload of video playback in the VM. As a 
result, Figure 3 shows the amount of memory usage on the 
host and VM. To minimize the access of hard-disk, VM 
uses the most of memory as a page cache while the video is 
playing. However, unlike the purpose of using the page 
cache in an operating system (OS), the page which is less 
reusable is rapidly increased in the VM. 

- 44 -



International Conference on Computer Applications and Information Processing Technology 

' 1-\---------..,,-£----------., 
\!) 

o 
E 2 

" ..=- =--=-=-=-== 
o 

ro WNW W m m 
Time 150() 

Figure 3. Another view of the same memory 
caused by the semantic gap between host and 
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Figure 5. System architecture 
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It is because page caches grab the more and more page 
frames, but has never released any of them. As shown in 
the Figure 4, the swap-out occurs in the host because the 
lack of the available memory when the VM indiscreetly 
uses the page cache during the video playback. When the 
OS lacks its memory, the page frame reclaim algorithm 
(PFRA) frrstly reclaims the page caches which are less 
reusable. However, the host does not reclaim the free pages 
and the page which is less reusable in the VM. It is because 
the host considers all the memory used for heap area or 
stack area as an anonymous page. As a result, the semantic 
gap causes the swap-out and the degraded performance of 
the smart TV system. 

3.2. Ballooning Memory Trap Scheme 
Figure 5 shows the architecture of our proposed system. 

Ballooning memory trap consists of three parts: Prof-
daemon (PD), Profiling Module (PM), and Memory 
Rebalancing Module (MRM). PD monitors the memory of 
the VM and sends that monitored data to the PM of the host. 
PM receives the memory usage data and helps the MRM to 
reclaim the memory from the VM. Based on the received 
data from the PM, the MRM finds the VM which uses a 
number of free pages and page caches indiscriminately, and 
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Figure 4. Problem of swap-out caused by the 
semantic gap between host and guest 

Table 3. Experiment environment 
Expression 

(MB) Formula Description 

GTM - Virtual machine of 
memory size 

RM RM=GTMI2 Reclaim memory size 

MA MA=RMl2 Monitoring area in 
virtual machine 

reclaims the memory from that the VM. The MRM 
reclaims the memory of the VM as the following formula. 

Table 3 shows a variation of the formula. The GTM is a 
size of the memory in the VM. The RM is the amount of 
the memory that the MRM reclaims from the VM. The MA 
is the area that the PD analyzes the pattern of the memory 
usage in the VM. Our scheme is operated by the three steps. 
First, when the host lacks the available memory, the MRM 
decreases the memory as much as the RM by reclaiming 
the memOlY of the VM, and immediately increases the 
memory as much as the MA to the VM. Second, the PD 
monitors the MA. Third, the MRM repeats this process if 
the MA is used the free page and the page caches 
indiscriminately. VMEXIT [II] which stops the VM is 
occurred when the VM re-balances the memory. Also, the 
VMEXIT degrades the performance of the smart TV which 
has a lower performance than a general home cloud server. 
The workload of video playback is executed longer than the 
other workloads. As a result, the VM frequently occurs the 
VMEXIT for a long time. To minimize the occurrence of 
the VMEXIT, MRM aggressively reclaims the memory of 
the VM. The memory requirement can be changed because 
the VM runs various workloads. The PD monitors the MA 
to grasp the memory usage patterns in the VM and notify 
this monitored data to the host. The MRM guarantees the 
QoS of VMs by decreasing and increasing the memory 
according to the characteristics of the workload. 

4. Evaluation 

To solve the problem in the section 3.1 (e.g. semantic 
gap and the indiscreet page cache usage), we propose the 
ballooning memory trap. 
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Figure 6. Memory usage estimate among the 
virtual machines 

We implement our mechanism in the Linux kernel. In this 
section, we describe our experimental results . The 
hardware environment for the experiments is as same as the 
hardware environment in the section 2.2. The scenario of 
the experiment is as follows : Our experiment uses three 
VMs. Each VM is executed by the 300 second intervals and 
the workload is executed by the order of the video playback, 
streaming, and the web browser. Figure 6 shows the 
amount of the memory and the page cache used in each 
VM. After the VM played the video for the fIrst time, it 
rapidly uses the page caches and the amount of the using 
memory is increased. As a result, the amount of free 
memory is decreased in the host. To guarantee the available 
memory, the host grasps the pattern of VMs' memory usage 
by the monitoring tool and reclaims the memory from VMs 
which indiscreetly use page caches. Figure 7 shows that the 
swap-out is decreased because the host reclaims the page 
caches which are less reusable. As a result, we solve the 
swap-out and the double-paging problem by the ballooning 
memory trap keeping the quality of video playback. 

5. Conclusion 

In the vlnuallzed !;man TV, the expensive swap-out Is 
occurred by the semantic gap problem. The swap-out 
degrades the performance of the systems greatly. To solve 
this semantic gap problem, we analyzed the representative 
workloads in the smart TV systems. Also, we proposed the 
ballooning memory trap scheme that reflects the feature of 
the workload in the virtualized smart TV system. Our 
scheme monitors the memory usage in VMs and 
dynamically balances the size of the memory. To evaluate 
the proposed scheme, we implemented our scheme in the 
Linux kernel. The results of experiment show that our 
scheme can reduce the swap-out operations of the host 
caused by the memory semantic gap. In the future work, we 
will consider not only the other workloads but also the 
more VMs. 
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Figure 7. Swap-out prevent in the host 
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